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A B S T R A C T

A nonlinear predictive controller is proposed for a variable speed wind turbine. The objective is power capture
optimization and transient loads reduction. The controller acts only on low wind speed area. It consists of a
doubly fed induction generator controller coupled with a model predictive aeroturbine controller. Unlike the
majority of existing work on DFIG, the nonlinear controller deals directly with the generator model without any
simplifying assumptions. This makes it possible to remove some assumptions on the DFIG model. The nonlinear
DFIG controller achieves asymptotic torque and flux tracking. For the aeroturbine part, the model predictive
controller uses predictions of the output to compute the optimal control sequence. It makes a compromise
between power capture optimization and loads reduction. The controllers design procedure is detailed. The
global controller is tested with the parameters of a real experimental variable speed wind turbine. It is compared
with PID and LQG controllers. The simulations show satisfactory results in comparison with these schemes. The
proposed controller achieves better power capture optimization and load reduction. It therefore allows a good
achievement of the design objectives.

1. Introduction

Control design is a key factor for variable speed wind turbine
(VSWT) efficiency enhancement [1]. During the last decades, a con-
siderable amount of literature has been devoted to wind turbines con-
trol design. A substantial review of this literature is given from [2] to
[3]. A wide variety of advanced control strategies has been applied to
VSWT control either in low or high wind speed areas [4]. In general
terms, the dedicated literature to wind turbine control can be split in
many parts:

1. The first one concerns aeroturbine control. Only the mechanics and
aerodynamics of the turbine are considered. The electric generator
and power converters models are not considered. It is then assumed
that the control inputs are directly the pitch angle and the generator
torque [5]. The main control objective in this case is either wind
power capture optimization for low wind speeds or electrical power
and rotor speed regulation for high wind speed. Almost all classical
linear control techniques have been applied to this control problem.
PI/PID controllers [6], state space based LQ/LQG controllers [7]
linear H∞ controllers [8] are widely used. More recently, gain
scheduling controllers [9,10]. However, a simple linear wind tur-
bine controller achieves poor dynamic performances. Such a

controller can not deal with strong nonlinear aerodynamics and
highly turbulent wind. To overcome this limitation, self-tuning
regulators, adaptive linear regulators [11,12] and gain-scheduling
ones [10] are proposed. In order to take directly into consideration
the nonlinear model of the aeroturbine, several nonlinear controllers
have been proposed [13]. The main drawback of these techniques is
the complexity of the controller. However, the high computing
power of recent calculator devices makes the implementation of
nonlinear controllers possible.

2. The second part of the literature dedicated to wind turbine control
considers a very simplified model of the wind and the aeroturbine.
On the other hand, a detailed dynamic model of the electric gen-
erator is considered. Generally, the generator model is a two re-
ference frame model ( − −d q α β, ). It is obtained using a Park trans-
formation of the generator equations [14]. The control objectives
are mainly the control of the active P and reactive Q electrical
power. The main considered topology is a variable speed wind
turbine equipped with a DFIG generator. This one is fed by a two
side PWM back-to-back converters [15]. Different control strategies
are used. Classical ones use vector field-oriented control. The stator
or rotor flux are then oriented along the d axis [16]. More advanced
control strategies use nonlinear control [17], adaptive control [18],
sliding mode control [19] and backstepping [20]. These control
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strategies give good performances. However, they are generally
complex to be implemented. Add to this, in many works, the control
strategies are tested under unrealistic conditions. Constant wind
speed profile or untested aerodynamic wind turbine characteristics
are often used for these tests [21].

In this work, a whole nonlinear model is considered for both the
DFIG and the aeroturbine. This makes it possible to have a model closer
to physical reality. For control objectives, it is desirable to use a control
technique which ensures a good compromise between efficiency and
complexity. Predictive control is a well known control strategy. It has
been used and implemented in many industrial applications (chemical
process, metallurgy, paper industry, aerospace and automotive control
[22].) Predictive control also has got a great importance in application
to wind energy. A review of the predictive control of VSWT is presented
in [23]. However, in many works on predictive control of VSWT, the
suggested controllers consider only the generator control [24–26] or
the aeroturbine control [27,28,7]. It is important to consider both of
them together. The new feature of this work is that the presented
controller deals either with the generator or with the aeroturbine
control. Contrarily to many other works, no simplifying assumptions
are made to the DFIG model. In many control schemes in the literature,
simplified models are used for the generator for control design [29,30].
Under some conditions, these assumptions can not be maintained. An
interesting approach is proposed in [31] using nonlinear model pre-
dictive direct power control (PDPC). The aim of this approach is to
control the active and reactive power of a DFIG wind turbine. A con-
strained objective function is adopted to reduces active and reactive
power ripples. An optimization algorithm is then used to compute the
control actions. In this article, the objective is to optimize aerodynamic
power capture. It is a different objective than active and reactive power
regulation as done in [31]. A quadratic programming algorithms are
used instead of nonlinear multi objective optimization used in [31].

In this work, the whole nonlinear model of the DFIG is used for the
design of a nonlinear state feedback controller. This provides a con-
troller that can overcome the simplifying assumptions. The proposed
controller acts only on low wind speed region. A whole controller is to
be considered in future works. It should cover all the operating area
including low and high wind speed regions.

This paper is organized as follows: First, the aeroturbine nonlinear

one-mass model is deduced in Section 2. After that, the state-space
representation of the DFIG used for the controller design is given. At the
end of this section, the objectives of the VSWT control are detailed. A
special focus is accorded to the low wind speed area and power capture
optimization. The proposed controller is detailed in Section 3 in three
steps: Firstly, the nonlinear DFIG state feedback with asymptotic output
tracking is deduced. The objective is to track the electromagnetic
torque and stator flux references. Secondly, a multi-criteria model
predictive controller (MPC) is obtained. The aim is tracking the optimal
wind turbine speed to maximize wind power capture. Finally, the
scheme of the global controller is presented and the interconnection
between the sub-controllers is explained. Section 4 presents the simu-
lation results obtained with the controllers. Real parameters of an ex-
perimental wind turbine are used. A conclusion and perspectives are
then drawn. Some calculus details and the wind turbine parameters are
given in appendixes.

2. Wind turbine modeling

The considered wind turbine in this work is an experimental
medium-scale variable speed wind turbine. It is equipped with a doubly
fed induction generator associated with a two side back-to-back con-
verter. This configuration is depicted in Fig. 1. This is a common
variable speed wind turbine scheme [6]. The used model for controllers
design includes the aeroturbine and the generators models.

2.1. Aeroturbine modeling

The mechanical structure of a wind turbine is modeled as a flexible
interconnection of rigid rotating mass. Many models are suggested in
the literature using one, two or multiple mass [32,33]. A two-mass
model is commonly used as a good compromise between efficiency and
simplicity. A two-mass model is composed of two rotating inertias
connected by a flexible shaft and a gearbox [34]. The gearbox connects
the aerodynamic rotor shaft side (low speed side) to the generator shaft
side (high speed shaft). From Fig. 2 diagram, the mechanical equation
of a two-mass wind turbine model is given by

Nomenclature

v wind speed, −m·s 1

ρair air density, −kg·m 3

R rotor radius, m
Pa aerodynamic power, W
Ta aerodynamic torque, N·m
Tahs high-speed equivalent aerodynamic torque, N·m
E (%)aero aerodynamic efficiency, (%)
λ tip speed ratio
βp pitch angle, deg
C λ β( , )p p power coefficient
C λ β( , )q p torque coefficient
ωt rotor speed, −rad·s 1

ωg generator speed, −rad·s 1

ωls low speed shaft speed, −rad·s 1

θt rotor side angular deviation, rad
θls gearbox side angular deviation, rad
θg generator side angular deviation, rad
Tem generator (electromagnetic) torque, N·m
Tls low speed shaft torque, N·m
Ths high speed shaft torque, N·m
Jr rotor inertia, kg·m2

Jg generator inertia, kg·m2

Jths high-speed equivalent inertia, kg·m2

Kr rotor external damping, − −N·m·rad ·s1 1

Kg generator external damping, − −N·m·rad ·s1 1

Kls low speed shaft damping, − −N·m·rad ·s1 1

Kths high-speed equivalent damping, − −N·m·rad ·s1 1

Bls low speed shaft stiffness, −N·m·rad 1

ng gearbox ration,
ϕsd direct axis stator flux, Wb
ϕsq quadrature axis stator flux, Wb
ird direct axis rotor current, A
irq quadrature axis rotor current, A
vsd direct axis stator voltage, V
vsq quadrature axis stator voltage, V
vrd direct axis rotor voltage, V
vrq quadrature axis rotor voltage, V
ρ (d,q) reference frame position, rad
p number of pole pairs,
M mutual inductance, H
εi tracking error,
WT Wind Turbine
VSWT Variable Speed Wind Turbine
DFIG Doubly Fed Induction Generator
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As shown in Fig. 2, J K,r r and J K,g g are respectively low-speed and
high-speed inertia and viscous friction and ng is the gearbox coefficient.
See Fig. 2 and the nomenclature section for the significance of the
variables. The gearbox ratio ng links the low speed shaft variables to the
high speed ones as follows

= = =n T
T

ω
ω

θ
θg

ls

hs

g

ls

g

ls (2)

The aerodynamic torqueTa is a nonlinear function. It is proportional
to the square of the effective wind speed v2 via the torque coefficient
C λ β( , )q p

=T ω v β ρ πR C λ β v( , , ) 1
2

( , )a t p air q p
3 2

(3)

The torque coefficient C λ β( , )q p is a nonlinear function of the pitch
angle βp and the tip-speed ratio λ

=λ ω R
v
t

(4)

where ωt is the rotor speed, R is the rotor radius and ρair is the air
density.

The aerodynamic torque Ta is connected to the aerodynamic power
by the relation

=P T ωa a t (5)

the aerodynamic power is also expressed a follows

=P ρ πR C λ β v1
2

( , )a air p p
2 3

(6)

with

=C λ β λC λ β( , ) ( , )p q p (7)

the relation between the aerodynamic torque and aerodynamic power
coefficients.

In order to simplify the two-mass model, a perfect rigid low speed
shaft is assumed. It is then possible to brought all the variables to one
side: high-speed or low-speed side. A one-mass model is then obtained.
In this work, the aeroturbine is modeled as a one-mass rotating inertia.
All the variables are brought to the high-speed side (generator side)
[5,35]. This is motivated by the need for a reduced whole model
complexity including generator and aeroturbine models. Add to this, as
the generator is in the high-speed side, a high-speed shaft equivalent is
appropriate. As shown in Fig. 3, the one-mass high-speed equivalent
model can be schematized as an equivalent inertia Jhs. It is driven by a
high-speed equivalent aerodynamic torque Tahs and braked by the
generator electromagnetic torque Tem and a viscous friction torque. This
last one is proportional to the generator speed ωg with a coefficient Kths.
The mechanical equation is therefore

= − −J ω T K ω Ṫt g a t g emhs hs hs (8)

The hight-speed equivalent variables are deduced by bringing all
the low-speed side (aerodynamic rotor side) to the high-speed side. The
low-speed side variables are rescaled when transferred to the high-
speed shaft [5]

=

= +

= +

T

J J

K K

a
T
n

t g
J
n

t g
K
n

hs
a
g

hs
r

g

hs
r

g

2

2 (9)

where T J,a ths hs and Kths are respectively the high-speed side equivalent
aerodynamic torque, inertia and viscous frictions coefficient.

Fig. 1. Wind turbine with converters and generator scheme.

Fig. 2. Two-mass wind turbine model.

Fig. 3. One-mass wind turbine model in the high-speed shaft side.
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2.2. Generator modeling

Different generator models are used for variable speed wind tur-
bines [6,36]. The doubly fed induction generator (DFIG) converter is a
common and efficient configuration. It is associated with a back-to-back
voltage source [37,15]. In this paper, in order to reduce the controller
complexity, only the DFIG model is considered. The power converter
model and controller will not be considered. This is justified by the very
fast dynamics of the controlled converter compared to the DFIG dy-
namics [38]. In fact, much work has been devoted to the power con-
verters control [39,40]. Efficient controllers with a very fast time re-
sponse were developed. Either with classical [41] or advanced
controllers [42], it is possible to achieve an efficient regulation of AC/
DC/AC converters. Their output currents and voltages can then reach
their references with a settling time around 1ms. As the DFIG is fed by
the power converter, the DFIG-converter control system has a cascade
control structure [43]. The power converter control loop is within the
DFIG control loop. The controlled power converter has a settling time
around 1ms and the desired settling time of the DFIG is of the order of
10 ms. The power converter control loop can then be seen as a static
system. One can assume that the voltage reference and the power
converter output are the same.

The DFIG is modeled in a rotating d q( , ) frame linked to the stator
flux vector [15,44]. The stator flux vector coincides with the d axis
giving

= =ϕ ϕ ϕ; 0sd s sq (10)

The state space representation of the DFIG in this frame is given by
the following system of equations [44]

⎧

⎨

⎪
⎪
⎪
⎪
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ω
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K
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ϕ
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φ
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Mαi v
ϕ

i
t sd rd

Mαi
ϕ

i v
ϕ g rq sd σ rd

i
t g sd

Mαi i
ϕ

i v
ϕ g rd rq sq σ rq

d
d

d
d

d
d

d
d

1

d
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g t
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with

= − =

= = +

=

( )σ α

β γ βαM

M

L 1 ,

,

,

M
L L

R
L

M
σL

R
σ

M
J Ls

r r s
s
s

s
r

t

2

The considered state variables are the generator speed ωg, the −d
axis stator flux ϕsd, the d q( , ) frame angle ρ and the rotor currents ird and
irq

=x ω ϕ ρ i i[ ]g sd rd rq
T

There are five input variables: The high-speed side aerodynamic
torque Tahs, the stator frame voltages vsd and vsq and the rotor frame
voltages vrd and vrq. As the DFIG is controlled from the rotor side con-
verter, only the rotor voltages vrd and vrq are effective control inputs.

2.3. Power capture optimization

As shown in Fig. 4, a wind turbine is operational if the wind speed is
situated in the interval v v[ , ]min max . In zone I, the control objective is to
optimize the wind power capture. The aerodynamic coefficient C λ β( , )p p
should be maintained at its unique optimal value. The tip speed ratio λ
and the pitch angle βp should therefore be fixed to their optimal values

=λ λopt (12)

=β βp popt (13)

such that

=C λ β C( , )p opt p popt opt (14)

In order to fix the tip speed ration to its optimal value, the rotor
speed ωt should track the optimal rotor speed ωtopt given by

=ω
λ
R

vt
opt

opt (15)

the optimal rotor speed is proportional to the wind speed. However, in
order to alleviate high loads and control effort, it is not convenient to
make a close tracking of the wind speed turbulence. A good controller
should track the mean tendency of the optimal rotor speed profile

=ω
λ
R

vt
opt

opt . This profile has the same shape as the wind speed ones. A

compromise is then made between power capture enhancement and
loads reduction. This is obtained by an appropriate choice of the con-
troller bandwidth.

The power and rotor speed regulation for high wind speeds are not
tackled in this paper. The proposed controller acts in the low wind
speed area for power capture optimization. It is a common way to do
even in recent works [45,46]. A whole controller is to be considered in
future works. It should include full load area for high wind speed (re-
gion III in Fig. 4). It should also take into consideration the transition
region II between power capture optimization (region I) and power
regulation (region III).

3. Nonlinear predictive wind turbine controller

The nonlinear predictive controller presented in this section is
composed of two cascaded controllers: A DFIG controller in the internal
loop and an MPC aeroturbine controller in the external loop.

3.1. Nonlinear asymptotic output tracking DFIG controller

A considerable bibliography is devoted to the DFIG control.
Classical techniques such as vector control with PI controllers were
widely used [47]. In order to apply a design procedure similar to the
induction machine control ones, many assumptions are made. Some
authors neglect the rotor and stator transients [48]. Others consider
that the rotor currents are well controlled [49]. It is also assumed that
the stator resistance voltage loss is neglected [30]. A reduced order of
the DFIG is then used for the controller design. In this work, the de-
tailed model of the DFIG is used without any simplification. A nonlinear
controller is then designed.

Lets consider a square nonlinear system with m inputs and m out-
puts. The aim of a nonlinear state feedback controller is to transform
the nonlinear system to a linear one. The obtained linear system has
new inputs ⩽ ⩽v i m,1i . Each input is linked to one output via an
ri-integrator linear transfer function. The integer ri is the partial relative

Fig. 4. Wind turbine power curve.
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degree of the ith output [50]. In the case of the DFIG, the considered
outputs are the stator flux =y ϕs1 and the electromagnetic torque

=y Tem2 . In order to compute the relative degree of the two outputs,
each one is derivated with respect to time. The derivation stops when a
control input appears explicitly. Lets first consider the relative degree of
the stator flux =ϕ ϕs sd. Its first derivative is directly given by the DFIG
Section 4.2

= − + +
ϕ
t

αϕ Mαi v
d
d

s
sd rd sd (16)

the second time derivative of ϕs is then

= − + +
ϕ
t

α
ϕ
t

Mα i
t

v
t

d
d

d
d

d
d

d
d

s sd rd sd
2

2 (17)

by replacing ϕ
t

d
d

sd and i
t

d
d

rd by their expressions given in (11) one obtains

= − − + + + ⎡

⎣
⎢ − + +

− − + ⎤

⎦
⎥ +

ϕ
t

α αϕ Mαi v Mα αβϕ γi
Mαi

ϕ
i
ϕ

v

pω i βv
σ

v v
t

d
d

[ ]

1 d
d

s
sd rd sd sd rd

rq

sd

rq

sd
sq

g rq sd rd
sd

2

2

2

(18)

Therefore, the stator flux has a relative degree =r 21 . It can be
controlled by the vrd input. The details of stator voltage direct compo-
nent time derivative v

t
d
d

sd is given in Appendix B.
Considering now the relative degree of the electomagnetic torque

Tem

= −T p M
L

ϕ iem
s

sd rq (19)

Its first time derivative is given by

= − −T
t

p M
L

ϕ
t

i p M
L

ϕ
i
t

d
d

d
d

d
d

em

s

sd
rq

s
sd

rq

(20)

substituting dϕ
dt

sd and di
dt

rq by their expressions in Eq. (11) gives

= − − + +

− ⎡
⎣

− − + − − + ⎤
⎦

p αϕ Mαi v i

p ϕ v βpω ϕ v pω i γi βv v

[ ]T
t

M
L sd rd sd rq

M
L sd g sd

Mαi i
ϕ

i
ϕ sq g rd rq sq σ rq

d
d

1

em
s

s

rd rq

sd

rd

sd

(21)

As the control input vrq is included in the first derivative of Tem, the
electromagnetic torque Tem has a relative degree =r 12 . It is controlled
by the input voltage vrq.

In order to linearize the DFIG by a nonlinear state feedback, one has
to find the two control inputs vrd and vrq. They are chosen such that the
close-loop systems behave like two linear independent systems. Each
system has respectively new input ud and uq. They are described by the
following linear differential equations

=
ϕ
t

u
d
d

s
d

2

2 (22)

and

=T
t

ud
d

em
q (23)

by combining Eqs. (22), (23) with (18), (21), the linearizing control
inputs are given by

= ⎡

⎣
⎢− ⎛

⎝
⎜ − + + − − ⎞

⎠
⎟

+ − + + − + ⎤

⎦
⎥

v σ
Mα

Mα αβϕ γi
Mαi

ϕ
i v

ϕ
pω i βv

α αϕ Mαi v v
t

u( ) d
d

rd sd rd
rq

sd

rq sq

sd
g rq sd

sd rd sd
sd

d

2

(24)

and

⎜ ⎟= − ⎡

⎣
⎢

⎛
⎝

− − + − − ⎞
⎠

+ − + + + ⎤

⎦
⎥

v σL
pMϕ

pM
L

ϕ βpω ϕ
Mαi i

ϕ
i v

ϕ
pω i γi βv

pM
L

αϕ Mαi v i u( )

rq
s

sd s
sd g sd

rd rq

sd

rd sq

sd
g rd rq sq

s
sd rd sd rq q

(25)

A stable dynamics are imposed to the stator flux and electro-
magnetic tracking errors. As the relative degree of the stator flux ϕs is

=r 21 , a second order dynamic is imposed to the stator flux tracking
error ε1

+ + =ε a ε a ε¨ ̇ 01 1 1 0 1 (26)

with

= −ε ϕ ϕs s1 ref (27)

and

+ +s a s a2
1 0 (28)

a Hurwitz stable polynomial. The choice of tuning parameters a0 and a1
is detailed in Appendix C. By merging Eq. (22) with Eqs. (26) and (27)
and substituting ϕ

t
d

d
sd by its expression given in Eq. (11), the new control

input ud is given by

= − − + + − − −u ϕ a αϕ Mαi v ϕ a ϕ ϕ¨ ( ̇ ) ( )d s sd rd sd s sd s1 0ref ref ref (29)

and the final expression of vrd is deduced by replacing ud in Eq. (24) by
the above expression (29).

As shown previously, the relative degree of the electromagnetic
torque Tem is one. An asymptotically stable first order dynamic is then
imposed to the aerodynamic torque tracking error ε2.

+ =ε b ε̇ 02 0 2 (30)

with >b 00 and

= −ε T Tem em2 ref (31)

The choice of b0 is detailed in Appendix C. Combining Eqs. (23),
(30) and (31), the second new control input uq is

= − −u T a T Ṫ ( )q em em em0ref ref (32)

the final value of the quadrature rotor voltage component vrq is there-
fore obtained by replacing uq expression in Eq. (25) by the above value
of uq in Eq. (32). The DFIG nonlinear state feedback controller with
asymptotic output tracking controller scheme is given in Fig. 5.

3.2. Predictive aeroturbine controller

Consider the continuous-time one mass model of the aeroturbine in
Eq. (8). The rotors speed is expressed in the Laplace domain as

= −ω s G s T s G s T s( ) ( ) ( ) ( ) ( )t T a T em (33)

with

=
+

G s
K

J K s
( )

1/
( / ) 1T

t

t t

hs

hs hs (34)

In order to use sampled-time predictive control algorithms, a dis-
crete-time input–output representation −G z( )T

1
d of the aeroturbine is

Fig. 5. DFIG nonlinear controller.
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obtained. The −G z( )T
1

d is obtained using the Z -transform.

=
−

−
−

− −

− −
( )

( )
G z

e
K

z
e z

( )
1

·
1T

a T

t
a T

1
1

1d

t s

hs
t s (35)

where =a J K/t t ths hs. In the sampled-time model, =u k T k( ) ( )em is the
control input. The aerodynamic torque T k( )a is seen as a measurable
disturbance input. The rotor speed =y k ω k( ) ( )t is the output. In order
to track the optimal rotor speed reference ωtopt, at instant k, a sequence
U k( ) of control inputs is calculated.

= ⋯
= + ⋯ + −

U u u m
T k k T k k T k m k

[ (1) ( )]
[Δ ( | ) Δ ( 1| ) Δ ( 1| )]

k
T

em em em

where m is the control horizon. The objective is to optimize a cost
function J U( )k . It is given by

= + + +J U J U J U J U J U( ) ( ) ( ) ( ) ( )k y k u k u k ε kΔ (36)

Each term takes into consideration a specific objective:

1. For reference tracking

∑= + − +
=

J U w ω k i k ω k i k( ) [ ( | ) ( | )]y k
i

p

i r ref r
1

,
2

(37)

2. For control input move suppression

∑= + − + −
=

−

J U w T k i k T k i k( ) [ ( | ) ( 1| )]u k
i

p

i
u

em emΔ
1

1
Δ 2

(38)

3. and for constraints violation

=J U νε( )ε k k
2 (39)

During the optimization of the criterion J U( )k , a constraint is made
upon the maximum value of the inputs

< ⩽ ⩽u u k m| | , 1k max

The vector Uk is calculated in order to optimize the criterion J U( )k

while respecting the constraints. This vector is recalculated for each
sampling time. The optimization is done using quadratic programming
algorithms implemented in Matlab Model Predictive Control Toolbox
[51]. The solver is the Dantzig-Wolfe’s algorithm [52,53] implemented
in the qpdantzMatlab function. Once the control sequence vectorUk is
obtained, only its first component u k( ) is used. The cost function J U( )k

is not convex. Therefore, the convergence to a global minimum is not
guaranteed. The algorithm converges generally to a local minimum.
However, a local minimum is generally sufficient to achieve control
objectives.

3.3. Global controller

The global controller scheme is represented in Fig. 6. It is composed
of the interconnection of the DFIG nonlinear controller and the aero-
turbine MPC controller. The global controller contains two overlapping
loops: an internal and an external loop. The DFIG controller loop is the
internal control loop and the predictive aeroturbine controller the ex-
ternal one. This external loop is designed as described in Section 3.2. It
must have a time constant of about 0.5 s. As it will be detailed in Sec-
tion 4.2, the DFIG internal loop has a time constant of 10ms. That is 50
times much faster compared to the external MPC aeroturbine controller
loop. The external MPC control loop gives the references Temref and ϕsref
to the internal DFIG control loop. Once the references obtained, the
DFIG controller computes the control inputs of the DFIG vrd and vrq . The
objective is to make Tem and ϕs very close to their references. The time
response of the internal control loop is very short compared to the

external one. For the MPC controller design, one can then consider that
=T Tem emref and =ϕ ϕs sref

. This is depicted in the previous section. The
details of the controllers parameter’s choice are given in the next si-
mulations section.

4. Simulation results

In these section, the simulation procedure is described. After that,
the DFIG controller is designed. For comparison, some conventional
controllers are briefly presented. The MPC controller is then designed.
The performance of the controllers are compared upon the simulation
results. A justification is then given for the better MPC controller per-
formances.

4.1. Simulation procedure description

The simulations are carried out with the parameters of the Controls
Advanced Research Turbine (CART). This one is located at the NREL 1.
The CART is a two-bladed variable speed, variable pitch experimental
wind turbine. It has a nominal power of 600 kW. It is equipped with a
three-phase asynchronous generator. This wind turbine is used as the
complete set of its parameters is available (aerodynamics, mechanics).
However, the proposed approach is valid with a three-bladed wind
turbine. The recently installed wind turbine are indeed high-power ones
(around 5MW). However, the proposed controllers can be applied to
large-scale wind turbines. The structure and control algorithms do not
change. Nevertheless, the parameters (bandwidths, coefficients) must
be changed. In fact, a large-scale wind turbine must turn slower than a
medium-scale wind turbine. It can instead provide greater control ef-
forts.

The CART parameters are summarized in Table 1 The wind speed
profiles used to test the controller are generated using SNWind [54]. It
is a wind simulator developed by the NREL. SNWind includes para-
metrization files for the Turbine/model specifications and the Meteor-
ological Boundary Conditions. In a simple way, the used wind speed can
be seen as the sum of two components

= +v v vm t (40)

where vm is the mean wind speed and vt the turbulent component.
According to Van der Hoven’s wind speed spectrum [1], the mean wind
speed vm has a slow variation with a period between 10min and 2 h. For
this, the wind speed profile used during the simulation is of 600 s
(10min). The wind speed profile used to test the MPC controller is
shown in Fig. 7. It consists of a set of 600 s data. It is generated using
Class-A Kaimal turbulence spectra [55]. The wind profile has a mean
value of 7m/s at the hub height and turbulence intensity of 25%.

Fig. 6. Global controller.

1 NREL (National Renewable Energy Laboratory), Golden, CO.
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4.2. DFIG controller design

The aim of the nonlinear DFIG controller is to make an efficient
tracking of the stator flux ϕs and electromagnetic torque Tem. Their re-
ferences are given by the higher MPC control loop of the aeroturbine.
The controlled DFIG dynamics should be very short in comparison to
the MPC controller. For this, the DIFG time constant is chosen 50 times
faster. It is fixed to 10ms. The constants a a,1 0 and b0 are chosen to meet
a 2% settling time ts of 10ms. See Appendix A for calculus details. This
gives the following values for the tuning parameters

= × =
=

a a
b

640 10 ; 800
400.

0
3

1

0

The stator flux reference value is fixed to 2Wb. The simulation re-
sults for the stator flux transient are presented in Fig. 8. The flux curve
reaches the reference of 2 Wb. As expected, the settling time is about
10ms. There is no static error. The overshoot is about 8%. The elec-
tromagnetic torque transient is depicted in Fig. 9. It presents a good
tracking performance of the reference torque Temref .

4.3. Conventional aeroturbine controllers

For comparison with the MPC controller, two other control strate-
gies are briefly described: A conventional PID controller and an LQG
controller. Similarly, the objective is to optimize wind power capture.

4.3.1. PID controller
Several design methods are tested to obtain the best PID tunning.

Ziegler-Nichols methods in open loop and internal model based technics
are tested. They give a tunning that leads to a quickly stalling of the
aeroturbine (after few seconds). The best PID controller is obtained
with the singular frequency based technique [56]. The obtained PID
controller with a derivative filter is given by its transfer function PID s( )

= − +
+

PID s s s
s s

( ) 2.29·10 162.3 49.99
10

4 2

2 (41)

4.3.2. LQG controller
The predictive controller is also compared to the LQG controller

presented in [57]. For this, a linearized state-space model of the wind
turbine is obtained [57]

⎧
⎨⎩

= + ′ + ′ ′
=

x Ax B T B v
y Cx

̇ em1

(42)

= ′ ′ ′ = ′x ω ω T y ω[ ] ,t g ls
T

g

all the state, input and output variable are defined around their oper-
ating point:

′ = −α α α‘ 0

where α is any two-mass wind turbine model variable. The following
criterion is minimized

∫= + ′→∞J
T

x Q x Q T dtlim 1 ( )t
T

a
T

x a t em0
2

a

where xa is an extended state-space vector

= ′ ′ ′ ′ ′ω ω T v vx [ ̇ ]a t g ls
T

The aim is to ensure power capture optimization while reducing
transient loads. The reader is referred to [57] for the complete details
about this controller.

4.4. MPC controller design

The MPC controller is designed using the model of the aeroturbine
given in Eq. (35). The numerical value of the sampled-time transfer
function is

=
−

−
−

−G z z
z

( ) 0.0004743
(1 0.9956 )T

1
1

1d

and the sampling period is 0.1 s. The choice of the weights of the cost
function (36) is made by try-and-error. It leads to the following values

= = =
= = =

=

w w i p
w w i p
ν

1, 1,
1000, 1,

1

i
u u

i

Δ Δ

The prediction horizon is fixed to =p 10 and the control horizon is
fixed to =m 2. The MPC controller is designed with the mpc function
using the Matlab Model Predictive Toolbox [51]. The controller band-
width is chosen to make a compromise. It is a matter of finding a mid
position between power capture maximization and loads reduction.
This bandwidth choice allows to track the mean tendency of the op-
timal rotor speed. It guarantees an efficient capture of wind power
without tracking the high turbulences. In fact, tracking turbulence
causes fatigue to the wind turbine. The simulation results with the
obtained MPC controller are depicted in Figs. 10–14. The rotor speed ωt

Table 1
Wind turbine characteristics.

Blade rotor R 21.65 m
Rotor total inertia Jt 392,000 kg·m2

Aeroturbine damping Kt 400 N·m· −rad ·1 s
Air density ρ 1.0308 kg/m3

Gearbox ratio ng 43.165
Hub height 36.6 m

Maximum rotor torque Tgmax 162 kN·m
Generator system electrical power 600 kW

0 100 200 300 400 500 600
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4
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Fig. 7. Wind speed profile.
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Fig. 8. Transient stator flux.
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and the optimal rotor speed ωtref are shown in Fig. 10. The rotor speed
tracks the mean tendency of the optimal rotor speed. Its however avoid
to track the high-speed variations of the optimal reference. This allows
an acceptable control torque Tem as shown in Fig. 11. It presents a
smooth shape compared to the wind speed.

4.5. Aeroturbine controllers comparison

The proposed predictive controller is compared to the conventional
PID controller and the LQG controller. The comparison for the rotor
speed tracking is given in Fig. 12. One can see that the predictive
controller tracks more closely the optimal rotor speed ωref while re-
maining smooth. The rotor speed with the PID and LQG controllers are
farther from ωref . In order to test the efficiency of the controller against
wind energy capture, the captured aerodynamic power Pa and the op-
timal aerodynamic power Paopt are compared. The comparison is shwon
in Table 2. These powers expressions are given by

=P ρ πR C λ β v1
2

( , )a air p p
2 3

(43)

and

=P ρ πR C v1
2a air p

2 3
opt opt (44)

where Cpopt is the optimal value of the power coefficient C λ β( , )p p . It is a
characteristic of each wind turbine. In the case of the CART wind tur-
bine used in this work, the power curve characteristics are

0 0.02 0.04 0.06 0.08 0.1
−0.8

−0.6

−0.4

−0.2

0

0.2

Fig. 9. Transient generator torque.
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Fig. 10. Rotor speed.
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Fig. 11. Generator torque.
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Fig. 12. Comparison of PID and predictive controllers for rotor speed tracking.
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Fig. 13. Aerodynamic power.
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Fig. 14. Tip speed ratio.

Table 2
Comparison of power captures.

Controller PID LQG Predictive

E (%)aero 87% 90% 93%
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= = = °C λ β0.4291 ; 8.5 ; 1p opt popt opt

For a numerical evaluation of the wind power capture efficiency,
the aerodynamic efficiency Eaero is defined as

∫
∫

= ×E
P t dt

P t dt
(%)

( )

( )
100(%)aero

a

a

0
600

0
600

opt (45)

it is the ratio between the total energy captured divided by the optimal
energy available. As seen in Table 2, the efficiency of the PID controller
is about 87%. The LQG controller efficiency is 90%. Even if the LQG
controller surpasses the PID performances, it stand below the predictive
controller. As shown in Table 2, the power capture efficiency of the
predictive controller is about 93%. That is 3% higher than the LQG and
6% higher than the PID.

The captured aerodynamic power Pa with the predictive controller is
depicted in Fig. 13. The optimal aerodynamic power Paopt is shown in
the same figure. From this figure, one can see that the captured aero-
dynamic power is very close to the optimal value. Either the rotor speed
ωt does not track very closely the optimal rotor speed, the aerodynamic
power tracks in a better way its optimal value. This is due to a flat shape
at the top of the aerodynamic power coefficient C λ β( , )p p curve. Simi-
larly, the tip speed ratio λ, represented in Fig. 14 stands around its
optimal value λopt. It shows a turbulent variation caused by the wind
turbulence. With the used wind speed profile, the aerodynamic effi-
ciency is about =E 93%aero . Only 7% of the wind power is lost. This
proves the efficiency of the controller.

4.6. Predictive controller performance justification

The good performances of the predictive controller can be explained
by two reasons:

1. Firstly, the predictive control scheme is well adapted for systems
such as wind turbines. In fact, in predictive control design proce-
dure, a secondary input that is a white gaussian noise is assumed
[58]. It is also shown that the wind speed spectral characteristics

can be approximated by a filtered white gaussian. This is obtained
noise using ARIMA models [59].

2. Secondly, the predictive controller anticipate the adjustment of the
control action. This is important because of the great inertia of the
wind turbine. In fact, it induces a slow dynamics. Prediction is then
essential to deals with the high-rate variations in wind speed profile.
It allows to track conveniently the future optimal trajectory. The
predictive controller anticipate the adjustment of the control action
in order to obtain a smooth control signal and improve power
capture.

5. Conclusion

A global controller for both the generator and aeroturbine is pro-
posed. It is applied for a variable speed wind turbine equipped with a
DFIG generator. The controller is composed of a nonlinear controller for
the DFIG and an MPC controller for the power capture optimization.
The two controllers are interconnected using a two-loop control struc-
ture with suitable time constants. The simulations are made with the
parameters of a real wind turbine and a realistic wind speed profile.
They confirm the efficiency of the controller in terms of power capture
optimization and control loads reduction. The good performance of the
predictive controller are explained by the well adaptation of predictive
control scheme for systems like wind turbines. The wind is considered
as an filtered-input disturbance. The predictive behavior of the MPC
controller allows a premature reaction of the controller for a smooth
control of a inertial systems like wind turbine. The predictive controller
achieves a good compromise between simplicity and efficiency. A
whole controller is to be considered in future works. It will include full
load area for high wind speed. It should also take into consideration the
transition between power capture optimization and power regulation.
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Appendix A. Wind turbine parameters values

See Tables A.3 and A.4.

Appendix B. Direct axis stator voltage vsd time derivative

The stator voltage direct component vsq in d q( , ) reference frame is

= ⎡
⎣

⎤
⎦

v ρ ρ
v
v[cos sin ]sd

sα
sβ (B.1)

where α β( , ) is a fixed reference frame and ρ the angular position of the d q, reference frame to the α β( , ) one. The α β( , ) stator voltage components are

Table A.3
Aeroturbine parameters.

Blade rotor R 21.65 m
Air density ρair 1.308 −kg·m 3

High-speed equivalent inertia Jths 210.3888 kg·m2

High-speed equivalent damping Kths 9.2668 − −N·m·rad ·s1 1

Table A.4
DFIG parameters.

Rotor resistance Rr 0.0061Ω
Stator resistance Rs 0.0069Ω

Ls 0.0068 H
Lr 0.0068 H
M 0.0067 H
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obtained by the Concordia transformation from the natural 3-phases reference frame a b c( , , )
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where C is the Concordia matrix and
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the natural 3-phases stator voltage
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By usual time derivative properties for scalars, vectors and matrix [60] and using the time derivative of ρ given by Eq. (11), after simplification,
the time derivative of the direct component stator flux voltage in d q( , ) reference frame is
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Appendix C. DIFG Controller parameters design

The coefficients ai are found by identification of the corresponding Hurwitz polynomial to a standard second order polynomial. It involves the
damping coefficient ξ and the crossover frequency ω0, namely:

+ + = + +s a s a s ξω s ω22
1 0

2
0 0

2

leading to

=
=

a ω
a ξω2

0 0
2

1 0

as ≈ω ξt0
4
r
, where tr is the 2% setting time and ξ the damping coefficient [61].
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